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Water vapor continuum absorption is an important component of molecular absorption of 
radiation in the atmosphere. However, the uncertainty in the value of continuum absorption in 
different spectral regions can achieve 100%, leading to errors in the flux calculation up to 3–5 W/m2 
(global mean). Based on line-by-line calculations, this paper presents optimal spectral intervals for 
laboratory verification of air-broadened water vapor continuum absorption in the near-infrared 
spectral region, in which the continuum absorption is studied most poorly today. Possible sources of 
systematic and random errors, taken into account in the simulation, include the spectrometer 
sensitivity and uncertainties in spectral line parameters in the HITRAN-2004 database. 

 

Introduction 
 
The so-called water vapor continuum absorption 

(or, simply, water vapor continuum), only slightly 
depending on the frequency, is a significant component 
of molecular absorption in the atmosphere and can 
contribute up to 10 W/m2 or 5–6% to the total 
atmospheric absorption of the solar radiation.* 

The CKD (Clough, Kneizys, and Davies) semi-
empirical model of the continuum,1 used now in the 
most radiative codes, defines the continuum absorption 
coefficient as follows  
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where ν  is the wave number, in cm–1; ( , )R Tν  is the 

radiative term accounting for the induced radiation; 
Si(T) is the intensity of the ith transition; γi is the 

Lorentz half-width of a spectral line; 
c
( )if ν ± ν  is the 

continual part of the line profile; cutoffΔν  is the 

distance from the line center, up to which the selective 
contribution of every line to absorption is taken into 
account (Fig. 1). In the CKD model, cutoffΔν =  25 cm–1. 

Parameters of the function ( )iχ ν ± ν  are determined 

by fitting the calculated spectrum to the experimental 
one and, according to the model,1 give a correction to 
the impact theory due to the finite duration of 
molecular collisions. 
_____________  

 

* Hereinafter, the calculated results are presented for 
the mid-latitudinal summer conditions and the solar zenith 
angle of 30°. 
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Fig. 1. Continual 

c
( – )if ν ν  (solid line) and selective (dashed 

line) parts of the absorption line profile in the CKD model. 
 

In the two latest versions of the CKD model of 
continuum: CKD-2.4 [Ref. 2] and MT_CKD [Ref. 3] 
(http://rtweb.aer.com/continuum_frame.html), Mlawer 
with co-workers uses a somewhat different physical 
interpretation and parameterization of the function 

kc(ν). In addition to the contribution of far wings of 
lines, corresponding to allowed transitions, determined 
by Eq. (1), the term describing transitions induced 
by collisions is included. Nevertheless, the absorption 
line profile used in the new CKD models of continuum 
is still described by the Voigt profile (calculated up 
to 25 cm–1 from the line center) minus a constant 
background of continual absorption (see Fig. 1). 

A good parameterization used in the CKD model 
of continuum has caused its wide usage in various 
atmospheric applications. Using the same type of the 
profile for all lines and several fitted parameters, the 
model provides for a more or less satisfactory agreement 
with the experiment in a wide spectral region. 
  Some investigators, however, have shown that the 
CKD model of continuum includes a significant degree 
of uncertainty, which manifests itself in comparing 
different versions of this model. This uncertainty may 
achieve 100% in some spectral ranges and causes the 
difference in the calculated integral absorbed solar 
radiation up to 2.5 to 3 W/m2

 [Refs. 4–7]. The 
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difference between the model continuum and the real 
absorption by far wings of spectral lines can be even 
larger. This is especially true in the near IR and visible 
regions, because until so far the parameters of the 
CKD model have been determined by fitting to the 
experiment only in the middle and far IR regions, that 
is, > 4 µm (0–2500 cm–1) [Ref. 8–11], and have not 
undergone a somewhat reliable verification in the 
shortwave spectral region. Quite accurate measurements 
of the water vapor continuum absorption in the near IR 
region could also make clear the issue, which is still 
debated, of the physical nature of the continuum, in 
particular, as to the possible contribution of water 

dimers, which was discussed recently in Refs. 12 to 14. 
  Thus, the experimental verification of the CKD 
model of the continuum in the near IR and visible 
regions is still very urgent. Until recently, this has 
been connected with significant experimental 
difficulties, caused by very low continuum absorption 
in this spectral region. It can be seen from Fig. 2 that 
the water vapor continuum decreases quickly with the 
increasing wave number, not exceeding 10–6–10–8

 cm–1 
in line wings in the near IR region. 

Five papers devoted to measurements of the water 
vapor continuum absorption in the visible and near IR 

regions are presently available. (Field measurements15,16 
are not considered, because, as was shown in Ref. 17, 
the fine (soot) aerosol was likely the major contributor 
to nonselective absorption in that case.) Laboratory 
measurements of the water vapor continuum absorption 
in the transmission microwindows in the 3000–
4200 cm–1 band have been described in Ref. 18. Later 
these data were used to construct the first CKD model 
of continuum.1 

In Refs. 19 and 20, the nonresonant absorption 
of laser radiation by water vapor was measured at 
fixed wavelengths: 0.6943 and 1.056 µm (14399 and 
9466 cm–1, respectively). However, the influence of 
measurement errors and uncertainties in spectral line 
parameters from the HITRAN-96 database used in  
 

the calculations was too large. Therefore, these 

measurements failed to refine considerably the value 
of continuum absorption in the spectral ranges 
studied. 

Finally, quite recently the measurements of the 
water vapor continuum absorption along slant paths 
in the absorption bands at 0.72 and 0.94 µm (13 900 
and 10 600 cm–1) have been reported,21 as well as the 
laboratory measurements in the 1.89 µm (5 300 cm–1) 
absorption band.22 

These measurement results confirm the above 
thesis about the large uncertainty of the CKD model 
of continuum in the shortwave spectral range. Thus, 
for the 0.94 µm band the continuum absorption 

recorded in Ref. 21 proved to be 2 and 1.5 times lower 
than, respectively, in the CKD-2.4 and MT_CKD 

models. In the 0.72 µm band, the measured continuum 
appeared to be in a good agreement with the CKD-
2.4 model, but 1.6 times higher than in the new 

MT_CKD model. About 1.5-fold excess over the 
CKD-2.4 model for the measured self-broadening 
continuum (in pure water vapor) was found in Ref. 22. 
  Significant progress achieved for the last 10 to 
15 years in the high-resolution experimental laser 
spectroscopy, makes it possible, however, to extend 
considerably the spectral region of verification of the 
continuum absorption in the near IR spectral region. 
The methods of photoacoustic and cavity ring-down 
spectroscopy allow one to achieve the absorption 
sensitivity up to 10–9–10–10 cm–1. 

Based on numerical simulation, this paper 
analyzes spectral ranges, optimal for the laboratory 
verification of the water vapor continuum absorption 
in the near IR region. The emphasis is put on the 
laboratory measurements, since the water continuum 
measured under field conditions often cannot be 
reconstructed with high accuracy because it is 
difficult to determine accurately the water vapor 
content on slant paths and to take into account the 
contribution coming to absorption from fine aerosol. 
 

 

 
                             4000             6000              8000            10000            12000           14000            16000 

Wave number, cm–1 

 

Fig. 2. CKD-2.4 [Ref. 2] and MT_CKD [Ref. 3] models of continuum for atmospheric conditions (H2O pressure of 20 mbar, 
air pressure of 1013 mbar, 296 K) along with the water vapor absorption spectrum calculated with the use of the HITRAN-
2004 database and MT_CKD continuum model. 
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Results obtained by simulation 
 
To find spectral ranges, optimal for laboratory 

measurements of the continuum absorption, the 
calculations have been performed for a mixture of 
water vapor with air in the spectral region from 2500 
to 15000 cm–1 (0.67–4 µm). For this purpose, the 
line-by-line code, developed at the Institute of 
Atmospheric Optics,22 was used. The results obtained 
by simulation are shown in Figs. 3–7. The calculations 
were performed for a mixture of 20 mbar of water 
vapor and 993 mbar of artificial air (80% N2 and 20% 
O2) in order to exclude the contributions from such 
gases as CO2, O3, and CH4. The simulation was 
carried out for the temperature of 296 K. 

The top panels in Figs. 3–7 depict the spectra of 
absorption by water vapor spectral lines with and 
without the regard for the MT_CKD model of 
continuum (respectively, KLines+MT_CKD 

and KLines). The 
latter version of calculation assumes the cut-off of a 
line profile within 25 cm–1 from the line center. The 

absorption according to the CKD-2.4 and MT_CKD 

models of continuum (KCKD-2.4 and KMT_CKD) is shown 
separately. The absorption by water vapor lines 
(KLines) is calculated using Schwenke–Partridge base 
of lines23 with the parameters of the strongest lines 
taken from the HITRAN-2004 database.24 This 

approach has allowed us to keep higher accuracy of 
the HITRAN-2004 parameters for strong spectral 
lines, as compared to the Schwenke–Partridge 

parameters, and to take into account large number of 
weak lines, absent now in the HITRAN database (for 
more details of this approach, see Refs. 5 and 7). 

The bottom parts of Figs. 3–7 depict the spectra 
of the ratio of continuum absorption (according to  
 

the MT_CKD model) to the absorption by water 
vapor spectral lines with continuum neglected (that 
is, KMT_CKD/KLines), as well as the ratio KMT_CKD/ΔK, 
where ΔK is the estimated total error (experimental 
and calculated) of reconstruction of the continuum 
absorption. This error includes: a) possible systematic 
measurement error δsys (assumed equal to 0.03); 
b) random measurement error due to noise knoise 

(assumed equal to 2 ⋅ 10–9
 cm–1); c) error of 

consideration of the selective absorption by water 
vapor spectral lines due to inaccurate values of spectral 
line parameters in HITRAN-2004. In estimating the 
last error, the error codes, presented in the HITRAN 
database for line positions, intensities, air broadening 
and self-broadening coefficients, and temperature 
dependence, were taken into account. Thus, the error 

( )KΔ ν  was estimated as follows: 

1/24
2 2

noise sys Lines MT_CKD

1

( ) ( ) ,i

i

K k k K
+

=

⎡ ⎤
Δ ν = Δ ν + + δ⎢ ⎥
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∑  (2) 

where Δki is the deviation of the calculated absorption 
coefficient from its initial value (KLines+MT_CKD) 

caused by the change of one of four line parameters 
(line position and pressure-induced shift coefficient, 
intensity, air broadening coefficient, and temperature 
dependence) on the uncertainty of this parameter 
according to the HITRAN-2004 error code (error 
codes in columns 128–133). 

For weak Schwenke–Partridge lines,19 for which 

there is no accurate information about errors, the errors 
in the intensity, broadening coefficient, and temperature 
dependence were assumed equal to 30%, while the 
uncertainty in the line position was taken to be 0.2 cm–1. 
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Fig. 3. Calculated water vapor absorption spectrum with and without the regard for the MT_CKD model of water continuum, 
along with two models of water continuum shown separately (upper panel). Ratio of the continuum absorption to the 
absorption by water vapor spectral lines (neglecting the continuum) and to the estimated error (ΔK) of continuum 
reconstruction at this frequency (bottom panel). The calculation was performed for the mixture of 20 mbar H2O and 993 mbar 
of synthetic air. 
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Fig. 4. The same as in Fig. 3 for the spectral regions of 3900–4550 (a), 4800–5350 (b), and 5350–5900 cm–1 (c). 
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Fig. 5. The same as in Fig. 3 for the spectral regions of 7100–7420 (a), 7420–7800 (b), and 8650–9000 cm–1 (c). 
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Fig. 6. The same as in Fig. 3 for the spectral regions of 10200–11200 cm–1. 
 

It should be noted that the ratio KMT_CKD/KLines 
in Figs. 3–7 characterizes the level of detectability 
of the continuum absorption as compared to the 
selective absorption by spectral lines with the 
continuum neglected, whereas the ratio KMT_CKD/ΔK 
can be considered as an equivalent of the signal- 
to-noise ratio. Thus, spectral ranges with 

KMT_CKD/ΔK > 3–5 can be considered as promising 
for the verification of the continuum with the 

relative error lower than 20–30%. 
It has been found that the uncertainty in line 

parameters is the main contributor to the total error 

( )KΔ ν  [Eq. (2)] in the most promising ranges. 
The most important uncertainties are those in 

line intensities, broadening coefficients, and line 
positions. This means that the ratios KMT_CKD/ΔK, 
shown in Figs. 3–7 can be improved (i.e., increased), 
if line parameters will be previously fitted (based 
on the experimental spectrum) in order to improve 
them as compared to the HITRAN-2004 and 

Schwenke–Partridge databases. 

Conclusions 
 

It can be seen from Figs. 3–7 that there is a 
large number of microwindows in the spectral ranges 
of 13700–13900, 12020–12260, 10200–11200, 8650–
9000, 7100–7800, 4800–5900, and 3900–4550 cm–1, 
in which we can expect a significant contribution of 
the continuum absorption (KMT_CKD/KLines ≥ 0.5), 
exceeding several times (KMT_CKD/ΔK > 3) possible 
error of its determination with a photoacoustic or 
cavity ring-down spectrometer. These ranges mostly 
correspond to centers and near wings of water vapor 
absorption bands. Many of these spectral ranges 
cover the emission ranges of diode lasers and other 
sources of laser radiation and, consequently, can be 
used for the verification of the water vapor continuum 
in the near IR and, partly, in the visible spectral 
regions. 

Most of these spectral ranges can be also used 
for the verification of the water vapor continuum 
using a Fourier-transform spectrometer with a 
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Fig. 7. The same as in Fig. 3 for the spectral regions of 12020–12250 (a) and 13650–13900 cm–1 (b). 
 
multipass cell, providing for the geometrically 1000-m 
long optical path. The sensitivity of such a spectrometer 
can achieve 10–8 cm–1. 
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