
P.A. Bakut et al. Vol. 3,  No. 2   /February  1990/   Atm. Opt. 181 
 

0235-6880/90/02  181–03  $02.00  © 1990 Institute of Atmospheric Optics 
 

EFFECT OF QUANTIZATION NOISE ON THE ACCURACY  
OF SPECKLE INTERFEROMETRY 

 
 

P.A. Bakut, V.N. Leksina, and A.D. Ryakhin 
 
 

Scientific-Production Company ”Astrofizika”, Moscow 
Received May 30, 1989 

 
 

We discuss the effect of noise due to finite number of image quantization levels on 
the accuracy of reconstruct ion using a series of images distorted by the atmosphere. 
We obtain a working formula relating the minimum number of quantization levels to 
the contrast of the distorted images. We present the results of a computer simulation. 

 
 

In recent years, much attention has been de-
voted to research on the capabilities of speckle inter-
ferometry methods based on post-detector processing 
of a series of images of an astronomical object dis-
torted by the atmosphere in order to obtain an esti-
mate of the undistorted image. Optimal algorithms 
for this data-reduction procedure have now been syn-
thesized and the potential capabilities of  this 
method have been determined.1 The agenda now 
turns to the problem of studying the stability of 
these methods with respect to various additional 
distortions (that is, in addition to the atmospheric 
distortions) to the images recorded in this fashion. 
This paper discusses the effect of noise introduced by 
the finite number of quantization levels in the images. 

In systems where monochromatic images are re-
corded digitally using pulse-coded modulation, a 
binary code combination is assigned to each reading, 
with the number of quantization levels L being de-
termined by the condition L = 2b, where b is the 
number of binary digits during the coding process. 

In the most common quantization method (uni-
form quantization), this corresponds to replacing the 
real intensity reading J by the value lJ, where 
J = Jmax/L is the quantization interval; Jmax is the 
maximum intensity to be quantized, 
l = [J/J + 0.5) is the level assigned to J; and, [] 
is used to indicate the integer part of a number. The 
dispersion of the error produced by this substitution2 
is (J)2/12. Our practical interest lies in determin-
ing the smallest number of digits b for which quan-
tization error may be neglected. 

A detailed analysis indicates that the informa-
tion on the fine structure of the image is coded in 
the distribution of the intensity fluctuations in the 
distorted images about their mean value .J  

The contrast in the fluctuations K, defined as 
the ratio of their dispersion in the fluctuations to 

2 ,J  can be approximated by the expression3 
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are the spectral time, and spatial components of the 
contrast, respectively, and  is the spectral range 
used for the light; T is the exposure time per image; 
c and Tc are the coherence wavelength difference 
and the coherence time for atmospheric distortions 
(the optimum conditions for recording Images by 
speckle interferometry assume   c, and T  Tc); 
S0 is the angular surface area of the object being 
observed; Stel = (/D)2 is resolution of the telescope 
(of diameter D) being used; Satm = (/r0)

Z is the 
mean resolution of the atmosphere;  is the wave-
length; rQ is the Fried parameter. Since the methods 
under consideration are based on extracting informa-
tion on an object by determining the statistical charac-
teristics of these fluctuations,1 it is qualitatively clear 
that the dispersion of quantization error must be much 
smaller (a factor of y) than that of fluctuations, i.e., 
 

 
 

which in turn implies that the possible number of 
quantization levels is given by 
 

 (1) 
 

Experiments indicate that the portion of the image is 
important with 

max
0.1 ,J J  is the most impor-

tant from the point of view of processing the image, 
and we can therefore use  
 

<J> = 0.1  Jmax, 
 

to determine the effective number of levels in Eq. (1). 
In order to test this qualitative conclusion and 

estimate the value ó we produced a model of the 
image-formation process. The initial image used con-
sisted of the letter "F". We then modeled random 
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distortions of this image due to atmospheric turbu-
lence with contrast values KT = K = 1 and 
K0  1/14 (S0 = 13  Stel, Satm = 120  Stel). The re-
sulting image were then quantized into 4, 8, 16, 64, 
and 128 levels. Series of 20, 40, 60, and 80 quan-
tized levels were processed using the algorithm de-
scribed by Bakut et al. The most typical of these 
reconstructed images are shown in Fig. 1. 
 

 
 

 
 

FIG. 1. Reconstruction results from 80 images: from 
unquantized images (a); from images quantized into 
4, 8, and 16 levels, respectively, (b), (c), and (d).  
 

The accuracy of reconstruction was quantita-
tively determined as a function of the number of 
quantization levels by comparing these estimates 
with the original images. We used the degree of cor-
relation Q and the normalized rms error P, as meas-
ures of the similarity between the images: 
 

 
 

 
 
where Okl and Ikl are, respectively, the intensities of 
the original image and reconstructed image, in a 
given discrete element kl. Summation was carried 
out over all elements of the image, and the value of 
coefficient Ñ was calculated from the condition of 
equality that the mean intensities be equal: 
 

 
 

The quantities Q and P are shown as a number 
of quantization levels in Fig. 2, where we have com-
pared the results of reconstruction from various 
quantized series of images against similar obtained  

from the same images, but without quantization, on 
order to obtain the “pure" function, free of inaccura-
cies in the algorithm itself. 
 

 
 

FIG. 2. Accuracy on the number of quantiza-
tion levels: a) correlation degree; b) rms error. 

 
This research indicates that satisfactory image 

reconstruction can be achieved using 16-level quanti-
zation, which corresponds to  = 2. 

This leads to a working formula of the follow-
ing form for the calculation: 
 

 
 

where K is the contrast of the images to be recorded. 
In particular, this implies that at least 128 levels (7 
bits) are needed under typical observing conditions 
for extended objects: S0 p Satm, D/r0  10, 
K0  0.01, and KT  K  0.2. 
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