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Mean energy and power of a return signal of an airborne lidar operating at 
λ = 0.5 μm under conditions of the wind–driven sea waves are estimated by the 
Monte Carlo method. Their dependence on the wind velocity varying in the range 
1 ≤ V ≤ 7 m/s, on the optical conditions, and on the experimental geometry is studied. 
The formation of lidar return received from the underwater is shown to be primarily 
determined by the sea surface state.  

 

A run of experiments on laser aerosounding of the upper 
layer of the ocean has shown its promise not only for direct 
express high–precision bathymetry of coastal waters but also 
for solving a wide range of problems related to monitoring and 
studying the sea water composition. Laser sounding of the 
upper layer of the ocean allows the data to be obtained on 
behavior of optical parameters.  

Quantitative and qualitative characteristics of the 
reflected signal are determined by the experimental geometry, 
stratification of optical properties of sea water (SW), and the 
state of the air–water interface. Some papers, for example, 
Refs. 1 and 2, pointed out the need to take into account the 
sea surface roughness when interpreting the lidar return 
because of the revealed correlation between the absolute level 
of the signal and the state of sea roughness.  

The problem of charting the waters in accordance with 
optical properties or depth stratification of optical properties 
assumes retrieving quantitative information from the lidar 
return. The requirements for the reliability of the obtained 
data have brought about the need for the theoretical study of 
the effect of different factors, including the roughness of the 
sea surface, on peculiarities of temporal shaping of the 
recorded signal.  

This paper presents the results of numerical simulation 
intended for studying the specific nature of shaping of the 
lidar return under conditions of wind–driven waves. Possible 
signal focusing observed in several cases1,3 has been 
theoretically treated earlier, for example, in Ref. 4, and is not 
considered here.  

The power and energy of lidar return can be found by 
solving a nonstationary radiative transfer equation with the 
initial and boundary conditions which are typical of the 
airborne monostatic lidar operation. The estimates are 
performed by the Monte Carlo method which allows one to 
separately analyze the reflected signal shape as a function of 
variations in the optical parameters of the medium and of the 
experimental geometry.  

Having solved the problem, we find the estimates of 
average (over space or over an ensenible of realizations) 
radiation energy and power recoded by the receiving system.  

Without dwelling on theory and algorithms for solving 
such problems described elsewhere5 in detail, we will briefly 
deal only with some points of mathematical formulation of the 
problem.  

In this paper we examine the layer 0 ≤ z ≤ H of a three–
dimensional uniform space filled with light scattering and 
absorbing matter. Within the layer, at the altitude z = h,  

there is an interface between two media: atmosphere and 
ocean, which is represented as ingomogeneous surface 
comprising a set of randomly oriented facets whose centers lie 
in the plane z = h while S = (Sx, Xy, Sz) are the normals to 

these facets.  
The transport of photons in the medium is regulated by 

prescribing the scattering phase function g(μ) and the 
extinction σ, scattering σs, and absorption σa coefficients.  

The plane z = 0 is the bottom being the Lambertian 
reflector with the albedo AL. The source, located at the 

altitude z = {xs, ys, zs} is assumed to emit instantaneously 

(δ(t – t0)) a light signal whose energy is distributed 

isotropically within the solid angle Ωs with divergence angler 

ϕs. A diffusely reflected signal is recorded by the receiver 

located at rr = (0, 0, zr) within the solid angle Ωr with the 

angle of the receiver field of view ϕr.  

The problem is to estimate the energy and temporal 
shape of lidar return.  

The Monte Carlo method is employed for solving the 
radiative transfer equation written for convenience in the 
integral form  
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Here I(r, ω, t) is the total intensity of radiation at the 
point r in the direction ω and μ = ( ω, ω′). The function 
S(r, ω) is determined by the distribution of sources and by 
the effect of the medium interface on the radiation  
 

S(r, ω) = 

⎩
⎨
⎧

 

I0⏐ω⏐ , ω ∈ Ω– , z = zs ,

I(r, ω) , ω ∈ Ω , z = h ,
I(r, ω) , ω ∈ Ω+ , z = 0 ,

  (2) 
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where 
 

I(r, ω) ⏐
ω ∈ Ω+, z=0 = R

⋅

0I , 

 

I(r, ω) ⏐ξ ∈ Ω+, z=h = R
⋅

hI , 

 

ξ0 = 

⎩
⎨
⎧

 

(z – H)/c , z ∈ [h, H] , ω ∈ Ω– ,

(z – h)/c , z ∈ [h, H] , ω ∈ W+

 and z ∈ [0, H] , ω ∈ Ω+ ,

z/c, z ∈ [0, h] , ω ∈ Ω– ,

 (3) 

 

where Ω+ is the hemisphere with c ∈ [–1, 0], Ω is the 

hemisphere with c ∈ [0, 1], Ω is a set of all directions [–1, 1], 

R
⋅
 is the linear integral operator describing the law of 

radiation reflection from the plane z = 0, and the operator R
⋅

h 

describes the effect of the air–water interface on radiation is 
written in the form6  
 

R
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⊥
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where R(ω′, S) is the Fresnel reflectance, S is the external 
normal to the facet, P(S) is the probability density of the 
normals.6 Starting from the representation of the surface as a 
set of randomly oriented facets on the basis of the results 
given in Ref. 6, we assume that the normals to the facets obey 
the truncated two–dimensional probability density of slopes zx 

and zy  
 

P(S)=P(zx, zy)=2π(σxσy)
–1exp{–(zx/σx)

2/2–(zx/σx)
2/2}, (5) 

 

where zx = Sx/Sz ,  zy = Sy/Sz, and the slope variances 

change as a function of wind velocity as 
 

σ2
x = 0.00316 V ; σ2

y= 0.003 + 0.00192 V . (6) 
 

Note that Pelevin7 pointed based on the measurements 
in the Black Sea, on the one hand, that the applicability of 
the empirical model is limited by the surface wind velocity 
V ≤ 7 m/s, and proposed the wind velocity dependences of 
σx

2 and σy
2 in the form  

 

σx
2 = 0.00174

 
+ 0.00157V and σy

2 = 0.00134 + 0.0012V. (7) 
 

On the other hand, a run of experimental 
measurements carried out for wind velocities 
7 < V < 15 m/s showed a good agreement between the 
empirical and normal distributions.  

When solving the problems of laser sensing the use of 
the facetted model is justified for the description of the sea 
roughness state. Indeed, it was shown in Ref. 9 that the 
choice of a model for calculating a portion of reflected 
radiation is unimportant for the radiation incident on the 
surface at the angles 0 < 0 < 60° with respect to the vertical. 
In particular, the calculations made in Ref. 9 for two more  

general facetted models of the sea roughness gave 
practically the same results. The optical model of roughness 
must be refined at glancing angles of sounding when 
shading of waves and rereflection of radiation between them 
are observed. Relations (6) and (7) were employed as a 
model describing the behavior of variances of the facet 
slopes as a function of the wind velocity.  

As is well known, the algorithms for statistical 
simulation of lidar systems with localized detectors are 
based on the so–called local estimate of the flux. If an 
arbitrary point of scattering is in the atmosphere, then local 
estimate has the form (see, e. g. , Ref. 10):  
 

ϕ(ωj, rj → ω, rr) = 
exp(–τ(rj rr)) g(μ)

2π⏐rj – rr⏐
2  Δ(Ωr) Δi t , (8) 

 

where Δ(Ωρ) is the indicator of the region Ωr, Δit is the 

characteristic function of the ith time interval, τ(rj, rr) is the 

optical thickness of the atmosphere between the points rj and 

rr in the direction ω = 
rr – rj

⏐rr – rj⏐
 , and μ = (ωj, ω). When the 

point of collision is at the interface, the form of estimate (8) 
holds, but the scattering phase function g(μ)/2π is replaced 
by the probability density of the chosen facet slope P(S) and 
the reflectance R(ωj, S) is taken into account. 

For the collisional points being in a water medium, it 
is expedient to replace the unconditional kernel of transition 
(8) ϕ(ωj, rj → ω, rr) by the product of the conditional 

transition and the probability of the condition  
 

ϕ(ωj, rj→ω, rr)=ϕ(ωj, rj → S, r′ →ω, rr) P(S)(1 – R(ω′j, S))/n2. 
 

The calculated results given below were obtained for a 
monostatic lidar operating at λ = 0.5 μm and located in the 
atmosphere at a distance zr = 200 m from the interface. The 

optical axis of lidar was oriented in the nadir, the angular 
divergence of the source ϕs = 2′ and the angle of the 

receiver field of view varied in the limits 2′ ≤ ϕr ≤ 2°. The 

optical properties of the atmosphere over the ocean were for 
the Deirmenjian's M haze11 and the extinction coefficient 
was σ = 2 km–1 over the entire layer.  

The light extinction coefficient in the sea water being 
the multicomponent medium was represented in the form  
 

σ = σaw + σsw = σsh + κchCch + κymCym , 
 

where σaw, σsw, and σsh are the coefficients of absorption 

and scattering by clear water and by suspended undissolved 
particles of organic and mineral origin, κch and κym are the 

absorptivities of chlorophyll and yellow matter, and Cch 

and Cym are their concentrations.  

Following the recommendations given in Ref. 12, we 
take the following values of the aforementioned parameters: 
σaw = 0.0271 m–1, σsw = 0.0023 m–1, κch = 0.025 m2/mg, 

κym = 0.022 m–1, Cch = 0.5 mg/m3, and Cym = 0.5. Two 

types of scattering phase functions were employed in 
calculations13: g1(μ) with its mean cosine <cosμ> = 0.95 and 

g2(μ) for which <cosμ> = 0.8. Moreover, in the directions 

near 180° the values of g2(μ) are almost an order of 

magnitude higher than that of g1(μ). The scattering phase 

functions of the first type g1(μ) are typical of the open 

ocean, and those of the second type g2(μ) are typical of  
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coastal water with enhanced concentration of mineral 
fraction. The calculations were performed for wind 
velocities varying between 1 and 7 m/s, i.e., in the absence 
of foam formed on the sea surface due to breaking of waves.  

Taking into account the possible losses of that portion 
of radiation which is reflected from the rough surface, we 
first consider the effect of wind–driven waves on variations 
in the level of radiation energy entering the detector.  

 

 
 

FIG. 1. Wind velocity dependence of the average lidar 
return energy. Curves 1 – 3 are for EI(V), 1′–3′ are for 

EII(V), calculation with the scattering phase function g1(µ); 

4 – 6 are for EII(V), calculation with g2(µ); curves 1, 1′, 

and 4; 2, 2′, and 5; 3, 3′, and 6 are for 1/2ϕr = 2′, 12′, and 

40′, respectively; σ = 0.2 m–1 and W = 0.823. 
 

Figure 1 shows the dependences of the average energy 
E(V, ϕd) calculated, respectively, for relations (6) 

describing model I and (7) describing model II determining 
the relation of the facet slope variances to the wind 
velocity. The results of calculations show that the average 
energy decreases with increase of the sea roughness within 
the entire above–indicated range of reception angles. 
Increase in the beam divergence due to spread in the 
directions of photons that cross the randomly oriented facets 
results in the fact that some photons leave the receiver field 
of view and the total level of signal decreases. The choice of 
the wind velocity dependence of σx

2 and σy
2, when estimating 

E, is unimportant for V < 1.5 m/s. The discrepancies in the 
estimates EI and EII grow with increase of the wind 

velocity, they are particularly important for small reception 
angles (ϕr ∼ ϕs) and become practically the same at large 

reception angles.  
Shown in Fig. 1 are curves 1–3 and 4–6 calculated using 

the scattering phase functions g1(μ) and g2(μ), respectively. 

They show that in both cases the V–dependence of the 
average energy E has the same qualitative character, only the 
absolute levels of signal energe are different.  

The comparison between the average lidar return energy 
under conditions of wind–driven sea waves and the signal 
calculated for a flat interface is shown in Fig. 2. The losses in 
energy due to the roughness can reach 50–90% depending on 
the viewing cone. As the results of calculations show the  

changes in the extinction coefficient σ and in the probabilities 
of photon servival W result in variations in the absolute level 
of the energy E but qualitative dependence of E(V) holds. 
Indeed, the calculations of the ratio E/Eaw (shown in Fig. 2) 

carried out for σ = 0.4 m–1 and W = 0.9 as well as for 0.1 
and W = 0.6 reveal its insignificant qualitative and 
quantitative variations.  

Retrieval of the optical properties of sea water is often 
based on the single–scattering approximation. The character 
of formation of the average singly scattered signal energy E1 

changes together with the total signal energy under 
conditions of the wind–driven sea waves.  

 

 
 

FIG. 2. Ratio of the energy of return signal of the lidar 
operating under conditions of the wind–driven sea waves to 
that in the absence of waves as a function of the field of 
view of the detector and of the wind velocity. Curves 1–3 
are for V = 3, 5 and 7 m/s; dots are for σ = 0.4 and 0.1 m–1, 
V = 3 m/s.  
 

 
 

FIG. 3. The dependence of the ratio E1/E1n on the angular 

dimensions of the receiver curves 1–5 are for 1/2ϕr = 2′, 12′, 

20′, 30′, and 1°, calculation with the scattering phase 
function g1(µ), σ = 0.2 m–1 and W = 0.823. 

 
As can be seen from the numerical estimates, the level E1 

depends on the angles of the receiver field of view. It increases 

with ~ϕr and reaches the maximum level E1n. Further it 

remains unchanged for any ϕr > 
~ϕr. Figure 3 shows the ratio of 

the average energy of a singly scattered signal E1 entering the 

given receiving aperture to the maximum value of the average 
energy of singly scattered signal E1n as a function of the wind 

velocity. In the above–considered example, E1n is reached for  
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the angle ϕr ∼ 30′ – 1°. For a flat interface, the singly 

scattered signal in the experimental geometry under 
consideration is concentrated in the angle ϕr g ϕs . Based on 

the estimates the maximum level E1n reaches not more than 

70% of the energy of the singly scattered signal calculated for 
a plane–stratified medium. The calculated results show that 
under the effect of wind–driven waves the decrease of the 
total level of the average lidar return energy for the limited 
aperture is strongly accounted for by the decrease of the 
absolute level of the energy of signals of lowest–order 
scattering. The relative contribution of E1 to E is given in 

Table I. 
 

TABLE I. The dependence of the ratio E1/E (%) on the 

angular dimensions of the detector ϕr and on the wind 

velocity.  
 

 Scattering phase function 

 g1 g2 

V, m/s ϕd, grad 

 2′ 12′ 40′ 2° 2′ 12′ 40′ 2° 
1 90 82 64 35 85 68 53 28 
3 89 79 62 33 81 64 51 28 
5 88 70 56 28 78 58 51 27 
7 87 63 50 26 75 56 26 26 

 

At wide receiving apertures the dependence of E1/E on 

the wind velocity disappears, in particular, for the medium 
characterized by a less elongated scattering phase function.  

Thus the lidar operation under conditions of the wind–
driven sea waves is accompanied by significant losses of the 
lidar return energy which are particularly high at small angles 
of the receiver field of view ϕr ∼ ϕs. As the calculations show, 

the most optimal from the standpoint of reduction of the 
energy losses, are the apertures ϕr >∼ 10 ϕs. 

Before proceeding to the analysis of peculiarities in the 
formation of the temporal shape of lidar return, we are 
concerned with its distribution over the multiplicities of 
interaction. Figure 4 shows the power of the singly scattered 
signal p(1)(h) as a function of the depth of the layer being 
sounded and the angular dimensions of the receiving aperture. 
A qualitative character of the p(1)(h) behavior changes with 
increase of the angle ϕr, its formation runs to completion when 

ϕr ∼ 30′ – 1°. 
 

 
 

FIG. 4. The temporal dependence of the singly scattered 
signal power calculated for the wind velocity V = 3 m/s: 
curves 1–4 are for 1/2ϕr = 2′, 12′, 20′, and 40′, σ = 0.2 m–1 , 

W = 0.823, and σx and σy distribution I given by Eq. (6). 

 
 

FIG. 5. The signal power distribution over multiplicities of 
interaction. The numbers of the curves correspond to the 
order of scattering. Curves 1–4 are for V = 1 m/s and 
curves 1′–4′ are for V = 3 m/s; 1/2ϕr = 40′. 
 

Under conditions of wind–driven sea waves the 
broadening of angular dimensions of the beam due to the 
photons that intersect twice the irregular interface, causes 
transformations of the signal shape first of all due to 
radiation of lowest–order scattering. Shown in Fig. 5 is the 
average lidar return power distribution over multiplicities of 

scattering P(k)(h) for two values of wind velocity. The 
decrease in the power levels of the first two multiplicities of 

scattering is observed with increase of V. The levels P(k)(h) 
of the orders of scattering k > 2 depend, to a smaller extent, 
on variations in the wind velocity. Nevertheless, as 
compared with a flat interface,14 the changes in the 
character of formation of higher–order scattering are 
observed. The monotonic increase in powers of p(k)(h) is 
found to occur when k > 2, their maxima are broad, and no 
sharp decay is observed. Such a behavior of p(k)(h) for k > 2 
is apparently provided by photons which during their 
interaction with the interface or particles of the medium 
leave the receiver field of view but from the periphery enter 
the receiver after repeated intersection of the facets of the 
surface. The calculations made with the scattering phase 
functions g1(μ) and g2(μ) show that when the asymmetry of 

g(μ) decreases, the maxima in p(k)(h) of multiplicities k > 2 
undergo additional broadening.  

 

 
 

FIG. 6. Transformation of the temporal shape of the signal 
as a function of wind velocity: curves 1–4 are for V = 1, 3, 
5, and 7 m/s, 1/2ϕr = 40′, σ = 0.2 m, W = 0.813, and 

AL = 0.2.  
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The wind velocity dependence of the total lidar return 
power P(h) is shown in Fig. 6. The increase in wind velocity 
is accompanied by the decrease of the absolute level of power 
P(h). At first the differences between the levels of P(h, V) are 
most pronounced. Further they come closer. The signal coming 
from the deeper sounded layers is weakly affected by 
variations in the wind velocity since it is primarily formed by 
the photons with highest orders of scattering whose  
V–dependence (see Fig. 5) is less pronounced.  

It should be noted in conclusion that during the 
bathymetric measurements the effect of wind–driven sea 
waves does not hinder seriously recording of the signal 
reflected from the bottom (see Fig. 6). Only the absolute level 
of the signal decreases while its relative level remains 
sufficiently high. 
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