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The Monte Carlo numerical experiment has been used to study the efficiency of rotational-

vibrational Raman spectroscopy during laser sensing of temperature and humidity in the atmosphere. 
In the real atmosphere, the main source of active noise, limiting the potential capabilities of a lidar, is 
multiple scattering of a laser signal by aerosol and cloud particles. Under the lower- and middle-level 
overcast conditions, the Raman lidar is inapplicable. It is an urgent problem to estimate the limits of the 
Raman sensing applicability in the presence of aerosol inversions and invisible upper-level cirrus clouds. 
In this paper, we estimate a possible shift of vertical profiles of temperature, humidity, and the ratio 
of H2O vapor mixture due to the multiple scattering noise in the recording channel for cases of 
ground-based and orbital sensing. The boundary conditions of the problem correspond to those of 
the most efficient active lidars of the European lidar network, using the signals of purely rotational 
and rotational-vibrational Raman scattering induced by the pulsed Nd:YAG laser radiation at a 
wavelength of 532.25 nm. The estimates confirm the promises of applying the methods of rotational-
vibrational Raman spectroscopy to sensing the temperature in a height range 2–20 km, while the 
errors in estimation of water vapor profiles achieve 10–15%. 

 

Introduction 
 
Today, one of the methods to timely provide 

information about the Earth’s atmosphere state is a 
remote laser sensing. Traditionally, laser sensing is 

based on interpreting the spatially resolved signal of 
the elastic scattering in a medium under study at one or 
several frequencies of the optical wavelength  region.1 

In the last decade, there has been formed a natural 
tendency to use a broad range of linear and nonlinear 
processes resulting in re-emission at other frequencies 
by the matter of the sensed medium (so-called trans-
spectral processes).2–4 In this paper, we pay special 
attention to analysis of noise-resistance of optical laser 
lidars that use Raman signals in the  atmospheric sensing 

(Raman lidars).5 When properly applied, Raman lidars 
give a regular information on spatial distribution of 
the majority of basic atmospheric parameters essential 
for the analysis and prognosis of air basin behavior 
up to the cirri.  

Systematic results, as they are gradually 

accumulated, are analysed by the European aerosol 
lidar network (EARLINET)6

 and Siberian Lidar 

Station.7 These results concern first of all the study  
of the long-term time series of vertical profiles of 
humidity, temperature, and ozone concentration. 
Analysis of this data allows one to judge on the 
influence of dynamics of strong atmospheric fronts,8 
volcanic eruptions,9 technogenic emissions,10 and other 
impacts disturbing the ecosystem. Combination of the 
Raman lidar with multifrequency elastic scattering 
lidars11,12 allows researchers to obtain the information 

on vertical variations of the atmospheric aerosol 
microstructure of both background and anthropogenic 
character.  

A special type of inverse problems of optical 
sensing appears in Raman diagnostics of the above 
parameters in the cloudy atmosphere. The low-level 
overcast makes it impossible to apply the Raman lidar. 
At the same time, optically thin cirrus clouds are the 
object of growing interest of specialists in the field of 
both passive and active sensing.13 The reason is in the 
important role of cirrus clouds (even invisible ones) in 

the Earth’s radiation regime.14 They also are an active 

noise source for space-based optical sensors.15 In turn, 
the formation processes and microphysical properties 
of cirrus clouds are  strongly conditioned by the 
temperature stratification dynamics in the troposphere 
and lower stratosphere.16 

In this connection, we tried to quantitatively 
estimate the efficiency of the Raman spectroscopy 
methods in laser sensing of two main interrelated 
meteorological parameters of the atmosphere, namely, 
temperature and humidity in conditions of the surface 
atmosphere excess turbidity and tropopause cirri.                      

 

Raman sensing of vertical  
temperature profiles 

 

At present, methods of laser sensing of 
temperature profiles T(h) are extremely diverse. A 

rather complete comparative analysis of the methods 
can be found in Refs. 7, 15, 17, 18. In the last decade, 
the leading upper-air laser sensing stations7,12,19 
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including the European lidar network, prefer the 
methods of rotational Raman spectroscopy (RRS) due 
to much larger backscattering cross sections. The 
formerly important problems of selecting desired 

signals in the region of the Î- and S-branches of pure 
rotational Raman spectrum near the excitation 

frequency are successfully solved by new methods.19–21 
In turn, the methods, in which the scattering RRS is 
used, can lean upon a) comparison of frequency shift 
of the RRS band intensity maximum, b) analysis of 
envelope profile of the curve of interest, c) analysis 
of ratio of the Stokes and anti-Stokes RRS intensity 
components, etc. In particular, in results of our early 
studies22,23 reflected in the equipment developed for 
the Central Aerological Observatory,24

 we suggested 

the method of separation of molecular and aerosol 
scattering components and reconstruction of the 
temperature profile by using the signals in the RRS line 

series and the elastic scattering signal at the excitation 
frequency. The method is based on the iterative 
algorithm of solving the resulting system of lidar 
equations. Estimations showed a possibility of T(h) 
reconstruction from the RRS signal of molecular 
nitrogen with excitation by the third harmonic of a 
ruby lidar (λ0 = 694.3 nm). Simultaneously, at the 
Institute of Atmospheric Optics, the method suggested 
by Cooney27 was improved and implemented. Below, 
we will dwell on potentialities of this method, which 
uses the ratio of backscattering intensities in two RRS 
spectral bands with opposed temperature  dependence. 

Usually, to determine the rotational gas 

temperature T, we use the line intensity of only the 
O- and S-branches of v → v vibrational band for the 
single-component gases and v → v + 1 band for the 
multicomponent gas mixtures (v is the vibrational 
quantum number). Selection criteria for the Raman 
scattering transitions of the biatomic and linear 

molecules of the atmospheric nitrogen type have the 
form 

 ∆v = 0, ±1 and ∆J = 0, ±2, 

where J is the rotational quantum number. According 
to the Placek polarization theory,17,28,29 the differential 
cross section of spontaneous Raman backscattering 
for the vibrational-rotational O and S transitions is 
determined by the following expression: 
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where ν0, ν are the excitation and shifted frequencies, 
respectively; b stands for the molecular vibration 
amplitude b = h/(8π2νc); g is the degeneration degree; 

2

0α  and 
2

0γ  are isotropic (average) and anisotropic parts 

of the polarizability tensor derivative. Other symbols 
have their commonly accepted physical meaning. For 
the pure RRS, cross section shape in Eq. (1) is 
simplified, because the factor 
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and almost coincides with the Cabannes–Rayleigh 

scattering.  Here,  2

0α   and  2

0γ   are taken for ∆ν = 0. 

Thus, band-cumulative cross section of the pure 
RRS does not contain information on the temperature 
gradient. At the same time, intensity of individual 
RRS lines is considerably T dependent. It follows, 
for example, from Refs. 29 and 30, that relative 
intensity of the normalized RRS 
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where Ñ is the normalization constant;  

 0 4 ( 3/2)J JB Jν = ν ± +  

is the RRS line frequency; qj stands for the statistical 
weight conditioned by the nuclear spin; Bi and Di are 
the effective rotational constants; Fγ(m) is the 
vibrational-rotational interaction factor for the matrix 
element of polarizability30 with 2 3m J= +  for the S-

branch and 2 1m J= − +  for the O-branch; Sj is the 

Planck–Teller coefficient of the form 
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It has been shown30 that Eq. (4) being T-
dependent, can be simplified by assuming Fγ(m) = 1 
and Dj = 0. For the RRS of N2 and O2 this leads  
to the error within 1–3 K. With this assumption,  
the determination procedure for T is reduced to 
measurements, for example, of the line intensity in S-
branch with J = 0–Jmax or J = 0, 2, 4, …, Jmax, and 
solution of the resulting equation system of type (3). 
In practice, realization of such measurements imposes 
unrealistic demands on spectral resolution and 

calibration accuracy. Under the same assumptions, as 
it is pointed out in some works (Refs. 19–21, for 
example) it is more reasonable to take the 

backscattering intensity ratio of two allowed 

transitions, for example, 1J  and 2J , as the functionals 

to be measured. They are located in the S- or O-
branch segments of the pure RRS with different 
dI/dT gradient signs, i.e., in the region of small and 
large quantum numbers J. In this case, we obtain a 
simple functional temperature dependence of the form 
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where 

 1 2ln ( ) ln ( );J JS J S Jχ = −  2 1( ) ( )/J JE J E J kγ = − ; 

EJ is the rotational energy, which can be 
approximated20 by the equation EJ = J(J + 1)hcBJ. 
When implementing this approach by laser sensing 
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techniques, relation (5) will correspond to the ratio 
of the Raman backscattering signals in two specified 
spectral regions 1∆ν  and 2∆ν , i.e., 

 1

2

( , )
( , )

( , )

P h
R T h

P h

∆ν=
∆ν

, (6) 

where h stands for the sensing range. 
The values of the received signals P(h, ∆ν) must 

meet the single scattering requirement, i.e., satisfy in 
a certain approximation to the laser location equation, 
which involves the temperature dependence5,22 
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where P(h, ν) is the power received from the h distance 
at the Raman frequency ν; P(ν0) is the emitted lidar 
power; CR(h) is the instrumental factor including the 
overlapping function; σ stands for the total 
coefficient of the atmospheric extinction at the elastic 
(ν0) and inelastic (ν) scattering frequencies, 
respectively, km–1; βR is the Raman backscattering 
coefficient, km–1. Approximation character of Eq. (7) 
consists in the following. If the atmospheric sensing 
channel contains NX molecules, cm–3, of X type and 
the detection is realized  in a small finite spectral 
interval ∆ν, then 
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ξ(ν) is the transmission efficiency of the selective 
filter within the ∆ν band at the frequency ν ∈  ∆ν, νX 
being the RRS frequency of molecules of X type. In 
Ref. 5, D. Whiteman shows that the function 

FR[T(h)], including the temperature dependence, at an 
appropriate filter window is practically invariable in 
the altitude interval h = 0.5–15 km for molecules O2, 
N2, and Í2Î. Hence, for practical applications, it is 

tolerable to assume in Eq. (8)  
R

R

d
( ) ( ) .

d
Xh N h

σβ ≈
Ω

 

 

Model estimates of T(h)  
in the background multiple  

scattering conditions 
 

The estimate of vertical temperature profile by the 

backscattering RRS immediately follows from Eq. (5) 
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It is implied that 

 0 0 1 0 2( ) ( , )/ ( , )R h P h P h= ν ν , 

where P0(h,ν1) and P0(h,ν2) are the single scattering 
signals, and the atmospheric transmission in the 

sensing channels at the RRS frequencies ν1 and ν2 is 
strictly equal. Under real atmospheric conditions, 
especially cloudy ones, both these requirements need 
a critical analysis. The effects of the secondary elastic 
scattering at the working frequencies ν1 and ν2 lead 
to the following: the detector receives the radiation, 
whose intensity is determined from solution of the 
complete transfer equation in the boundary conditions 
reflecting the experimental scheme. Then Eq. (10) 
takes the following form for the temperature profile 
shifted due to multiple scattering noise: 
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I0(h,ν) and I(h,ν) are solutions of transfer equation 
for the single and complete scattering signal intensity 
(accounting for all multiplicities of the elastic photon 
interaction) at the shifted Raman frequency ν. 

In this numerical experiment, temporal behavior 
of I(h, ν1) and I(h, ν2) is calculated for the 
monostatic sensing scheme of the Raman lidar 
operating at λ0 = 532.25 nm (the second harmonic of 
the Nd:YAG laser). The total divergence angle for the 
source ϕt = 0.1 mrad, and the total sight angle of the 
receiving telescope varied within ϕd = 0.2–1 mrad. It 
was supposed also that the interference filter of the 
receiving system cuts off spectral regions around 

λ2 = 529.25 and λ2 = 531.35 nm. The enumerated 
parameters of the ground-based lidar are close to those 
of one of the European network lidars.6,20 For orbital 
calculations,32 the same parameters of the transmitting-
receiving lidar system were supposed. 

Optical characteristics of the atmosphere in model 
calculations are the piecewise-constant functions of 
the altitude h. The atmosphere is cut into layers with 
uneven step ∆hi = hi+1 – hi, i = 1, 2, …, nh (with a finer 
step within a cloud). In each layer ∆hi, the scattering 
phase function and the model values of optical molecular 

and aerosol interaction coefficients are specified, using 
the data of Refs. 1 and 33, as well as the temperature, 
mixing ratio, and partial pressure of H2O vapor by the 
data of Ref. 34. Optical characteristics of the cloud 
composed of chaotic hexagonal medium-sized columns 
can be found in Ref. 35. 

The strict approach to the problem of the Raman 
radiation transfer in a turbid atmosphere is connected 
with solution of a multigroup transfer equation. The 
Monte Carlo solution was discussed by us in detail in 



G.M. Krekov and M.M. Krekova Vol. 18,  Nos. 5–6 /May–June  2005/ Atmos. Oceanic Opt.  425 
 

 

Ref. 4. It was noted that the closeness of the spectral 
intervals ∆ν1 and ∆ν2, in which we estimate the 
desired functionals after solution of the transfer 
equation, undoubtedly requires the use of the method 
of correlated samples.4,36 

On the whole, the Raman signal calculations in 
the cloudy atmosphere, taking into account multiple 
scattering, are few in number,4,37–40 while their results 
are extremely contradictory. In Fig. 1, we give some 
available model estimates in the form of the multiple 
scattering factor 

 
MS
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where PSS(h) is the signal of inelastic single Raman 
scattering, PMS(h) is multiply scattered signal 
component conditioned by all interaction types. Most 
calculations, including ours, are carried out for the 
ground-based lidar with the aperture angle ϕt = 0.1 mrad 
and the total receiving angle ϕd = 0.4 mrad. Estimates 
are obtained for the commonly available Ñ1 model41  
of the cloud at the altitude h0 = 5 km, having the 
thickness ∆h = 200 m, and optical density σ = 10 km–1. 
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Fig. 1. Comparison of test calculations of the multiple 
scattering factor FM(τ) with data of other authors: the 
results obtained in Ref. 37 and our calculations for the cloud 
model at the altitude of 5 km, λ0 = 308 nm, σ = 10 km–1 
(curves 1, 2); the results of Refs. 38, 40, and our calculations 
for the same cloudiness model, λ0 = 532 nm (curves 3, 4, 5); 
the results of Ref. 39 and ours for the model of a crystalline 
cloud at the altitude h = 7–10 km, λ0 = 355 nm, σ = 0.6 km–1  
(curves 6, 7). 

 

It is seen that the factor FM(τ) varies widely by 
different estimates. Maximal values (curve 1) were 

obtained37 by the approximate analytical method at 
λ0 = 308 nm. The smallest values for FM(τ) were 
obtained38 by Monte Carlo calculations (curve 4) at 
λ0 = 532 nm. The relative multiple scattering does 
not exceed 2% over the whole sensing channel. 
Curve 3 is built up according to Ref. 40, where 
calculations were performed at λ0 = 532 nm. 

Our estimates are intermediate. Curves 2 and 5 
are calculated, respectively, for λ0 = 308 and 532 nm; 
quantitative behavior of FM(τ) obtained by us well 
agrees with similar results from Ref. 42, as well as with 
the results obtained for the case of elastic scattering 

and generalized in Ref. 43. The results by J. Reichardt 
(Ref. 40) obtained for the crystalline cloud model at 
λ0 = 355 nm (curve 6) are the closest to our estimates 
(curve 7). 

One of possible reasons of the divergence between 
the results shown in Fig. 1 is the fact that many authors 
disregard distinctions between Rayleigh and Raman 
scattering phase functions. Other possible reasons of 
distortions of the Raman signal under the multiple 
scattering  conditions  are  discussed in detail in Ref. 4. 

Further we discuss the effect of the Raman 
signal’s background component on the temperature 
profile reconstruction when sensing the atmosphere in 
the presence of optically thin crystalline clouds. We 
consider different variations of optical state of the 
subcloud atmosphere and the crystalline cloud. 
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Fig. 2. Aerosol extinction coefficient profiles used in the 

model calculations. Aerosol profile σa(h) in the subcloud 
atmospheric layer corresponds to: background model33 (a); 
fog (b). 

 

Figure 2 shows profiles of the aerosol and cloud 
extinction coefficients in a 30-km-thick atmospheric 
layer, used by us in calculation estimates. Two 
variants of the subcloud atmosphere are considered: 
the background aerosol33 and the fog with the profile 
decreasing with altitude. Spectral behavior of the 

aerosol extinction coefficients σà(ν) in the visible 
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spectral region is tolerably approximated by the 
Angström law33 

 
A

0

a a 0( ) ( )
−γν σ ν = σ ν  ν 

 (14) 

with the colour grade index γA ≈ 1.0. For simplicity, 
we suggest the same dependence for the spectral 
behavior of the aerosol backscattering coefficient, 
though ambiguity of this assumption needs a further 
analysis. 

The cirrus cloud layer is located at the altitudes 
of 10–12 km above the Earth’s surface. Figure 3 
shows statistical modeling results that determine the 
limits of possible temperature profile shift due to 
multiple scattering noise in the Raman channel at 
λ1 = 530.3 and λ2 = 535.1 nm.44 

Calculations are performed for a set of total 
receiving angles ϕd = 0.2, 0.4, 0.6, 1.0 mrad. 

Figure 3a illustrates the temperature profile 
reconstruction error ∆T(h) in absolute units for the 
clear atmospheric subcloud layer. As the optical cloud 
model, we used characteristics calculated for small 
hexagonal columns of 50/10 µm.35 Note that the 
reconstructed temperature profile shift with respect 
to the model profile occurs only due to disagreement 
between the signal levels including their background 
components  registered  in  the  channels at λ1 and λ2. 

Qualitative behavior of ∆T(h) agrees with  
the FM(h) function shape (see Ref. 4, Fig. 3). 
Reconstruction error for T(h) including the cloud layer 
is less than 0.1°. Beyond the cloud, the value of 
∆T(h) grows and reaches its maximum at distances 
comparable to cloud’s length. This is characteristic of 
the FM(h) maximum formation, which is due to a 
strong aftereffect of the upper cloud layer onto the  
 

temporal signal behavior. With the increase in ϕd 

aperture, the T(h) reconstruction error grows as  
well and reaches 2–3° beyond the cloud layer. For 

ϕd < 1 mrad, ∆T(h) tends to decrease in direction  
to the top boundary of the sensed atmospheric layer. 

Figure 3b shows an example of calculating ∆T(h) 
for subcloud mist conditions (optical properties of 
the mist correspond to data in Fig. 2b). The presence 
of mist promotes the growth of the temperature 
reconstruction error in the cloud layer up to ∼  0.5–1° 
depending on the receiving aperture. Compared to  
the previous case, ∆T(h) error slightly grows beyond 

the cloud. 
A marked influence upon the temperature profile 

reconstruction is exerted by changes in the scattering 
properties within the cloud layer as well. Figure 3c 
shows an example of ∆T(h) calculations for the cloud 
layer composed of a set of hexagonal columns and 
plates of different sizes and whose scattering properties 
are described by the average weighted scattering phase 
function g(ϑ). 

Calculations of g(ϑ) for each particle type are 
performed by the method considered in Ref. 35. It 
has a greater asymmetry as compared to g(ϑ) used  
in the calculations shown in Figs. 3a and b. In this 
case, the ∆T(h) temperature reconstruction error also 
grows, both inside and outside the cloud. This is due 
to a higher multiple scattering level of the Raman 
signal component, which is supported by a high 
asymmetry of the scattering phase function of cloud 
particles. 

Figure 4 shows the dependence of the T(h) 
reconstruction accuracy on optical density of the 
cloud layer. In this example, the Raman signal is 
recorded in the lines of the anti-Stokes component at 
λ1 = 529.25 and λ2 = 530.35 nm.6,20 
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Fig. 3. Absolute error of the temperature profile T(h) reconstruction for different optical situations: (a) calculation of ∆T(h) 
by σa(h) corresponding to those in Fig. 2a; (b) Fig. 2b; (c) σa(h) in Fig. 2a, but with a polydisperse cloud scattering phase 
function. Optical cloud thickness ∆τC1 = 0.5. Curves 1–4 are calculated for ϕd = 0.2; 0.4; 0.6, and 1 mrad. 
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Figure 4 gives results for the cloud layers with the 
optical density ∆τÑ1 = 0.2, 0.5, and 1.0, respectively. 
High T(h) reconstruction accuracy is kept up to the 
cloud altitudes. Outside a cloud, ∆T(h) reaches its 

maximum and then monotonically decreases. The error 
extent depends apparently on both the ϕd aperture sizes 
and the optical cloud layer density. For an optically 
thin cloud with ∆τÑ1 ∼  0.2, the maximal error level 
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depending on the receiving aperture varies from 0.1  
to 1° (0.5–1.5° for a denser cloud with ∆τÑ1 ∼  1). 
Comparing the calculation results illustrated in 
Figs. 3a and 4b, it should be noted that the 
reconstruction accuracy of the temperature profile for 
the same parameters of the cloud layer and receiving 
apertures decisively depends on a choice of spectral 
regions of the Raman lidar. Thus, at registration in two 

lines of the anti-Stokes RRS components (λ1 = 529.25 
and λ2 = 530.35 nm), the T(h) reconstruction accuracy 
is doubled comparative to that registered in the lines of 
anti-Stokes (λ1 = 530.35 nm) and Stokes (λ2 = 534 nm) 
RRS components. The reason is apparent and consists 
in different spectral behaviors of optical characteristics 
of the scattering medium. 

The use of the orbital lidar systems becomes a 
routine for scientific research as is demonstrated in 
Ref. 32, therefore, we thought it pertinent to present 
calculations (Figs. 5b and d) for this lidar type. 

To make the comparison with the ground-based 
measurements more convenient, data were calculated for 
the same geometrical and optical parameters that are 
indicated in Fig. 4. The only distinction concerns the 
altitude of the lidar system location. The lidar is 700 km 
away from the Earth’s surface and registers signals 

coming from the 30 km  near-surface atmospheric layer. 
Figure 5 gives calculation results for the ground-

based (a, c) and orbital (b, d) lidars. Calculations show 
that, when sensing by the orbital lidar, T(h) profile 
reconstruction accuracy for the receiving angle ϕd = 
= 0.4 mrad is nearly the same for both sensing schemes. 
For ϕd = 0.2 mrad and the ground-based sensing 
scheme, ∆T(h) is somewhat lower beyond the cloud 
layer. In the first case, a greater scattering volume 
for the orbital lidar is compensated by a lower level 
of the singly scattered Raman signal in the upper 
atmospheric layers. For a smaller angle, the 

compensation is insufficient, and T(h) reconstruction 
error, when sensing by the ground-based lidar, is a bit 
lower, especially at a low optical density of the cloud 

layer (∆τÑ1 = 0.2 in the example given in Figs. 5a 
and b). At orbital sensing, to lessen optical size of the 

scattering volume, small receiving angles of about 0.1–
0.2 mrad are preferred, as a rule. 

We do not consider estimates of other factors 

influencing the ∆T(h) error, such as quantum noise 
statistics, since they were comprehensively discussed 
in Refs. 5, 7, 15, 33, 49. 

 

Model estimates of vertical  
humidity profiles in the multiple 

scattering conditions 
 

The earliest studies of water vapor spatial 
distribution in the atmosphere performed with the 
use of the Raman lidars were reported in Refs. 45 
and 46. A thorough review of modern methods and 
lidar sensing results of vertical humidity profiles 
including Raman techniques was made by V. Wulfmeyer 
and C. Walter.47 The commonly accepted methods of 

retrieving information on vertical humidity distribution 
is based mostly on quantitative interpreting of the H2O 
vapor backscattering signals normalized relative to the 
similar signals of N2 or O2. Therewith, it is accepted 
that all the signals are conditioned by the single 
scattering, i.e., meet the location equation of type (7). 
The ratio of the lidar signals in the assumption of 
Eq. (7) at the frequencies of the chosen vibrational 
transitions of the Raman scattering of H2O vapor 
molecules and, for example, N2, results in a simple 
estimate of the H2O vapor mixing ratio, mH2O

(h), 

which is one of most important characteristics of the 
atmospheric state.31 Actually, 
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where *

RC  is the instrumental constant accounting for 

the relative transmission and optical efficiency of the 
receiving channels at the frequencies  νH2O

 and νN2
. 

By definition31 
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where µH2O
, µN2

 stand for molecular weights of H2O 

vapor and dry air, respectively, wherefrom, taking 
into account Eq. (15), it follows that 
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where K* is the integrated calibration constant that 
includes the ratio of the differential scattering cross 
sections; 
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is a difference of atmospheric transmission in the 
registration channels νH2O

 and νN2 
being a poorly 

controlled complementary source of errors. Since in 
in situ measurements it is assumed that 

∆η(h, νH2O
, νN2

) = 1, then the calibration constant K* 

is determined for every lidar from the corresponding 
measurements.48 In our numerical experiment, this 
constant is estimated based on the model profile 

2

*

H O( )m h  using, for example, the data of Ref. 34. In 

reconstruction of vertical profiles mH2O
(h), the 

influence of multiple scattering is taken into account 
through using the correction factor of the form 
Eq. (12). Besides, we evaluate the bias ∆mH2O

(h) 
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resulting from  possible variations of ∆η(h, νH2O
, νN2

) 

values because of unknown spectral behavior of σ(h,ν). 
A more usable meteorological parameter 

characterizing the spatial atmospheric water vapor 
distribution is the relative humidity fω(h), which, as 
we know, is connected with distribution of the 
mixing ratio mH2O

(h) and the temperature T(h): 

 ω
ω

′ 
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2
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H O

H O
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p(h) is the partial pressure of H2O vapor. Dependence 
of fω(h) on the ambient temperature is the second 
source of errors, which also must be regarded. 

Relative errors in reconstruction of vertical 
distribution of the mixing ratio δmH2O

(h) in different 
sensing conditions are shown in Fig. 6. The results are 

given for the receiving device aperture of ϕd = 0.2 mrad.  
 

Figure 6a shows the relative error profile δmH2O
(h) 

for the cloudless atmosphere; the aerosol profile σa(h) 
corresponds to Fig. 2a in Ref. 33. 

At the end of the sensing path, the relative error 
reaches ∼  2.5%. Taking into account that in the 
considered situation the lidar signal is formed mainly 
due to the single scattering,42 we can state that the 
relative reconstruction error in mH2O

(h) is determined  

by  ∆η(h, νH2O
, νN2

) variation along the sensing path. 

Figures 6b–d illustrate the influence of the cloud  
layer with the optical density ∆τC1 = 0.2, 0.5, 1.0,  
respectively, in the mentioned altitude interval onto 
the mH2O

(h) reconstruction accuracy. 

In the presence of the cloud layer, the relative 
error is formed already due to two components: the 
multiply scattered component in the lidar signal and 
∆η(h, νH2O

, νN2
) variations along the sensing path. 

The δmH2O
(h) reaches its maximum beyond the cloud 

layer, varying from 5 to 20% depending on τ of the 
cloud. With the altitude, its value decreases, and 
starting from some altitudes, depending on the 
optical cloud density, it becomes stable. 

The relative reconstruction error of the relative 
humidity δfω(h) is presented in Fig. 7. 
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Fig. 6. The relative reconstruction error of the mixing ratio mH

2
O(h) depending on the optical cloud layer thickness ∆τC1:  

0 (a); 0.2 (b); 0.5 (c); and 1.0 (d). Calculations are made for the receiving angle ϕd = 0.2 mrad. 
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Fig. 7. The relative reconstruction error in fω(h) depending on the optical cloud layer thickness ∆τC1: 0 (a); 0.2 (b); 0.5 (c); 
and 1.0 (d). The receiving angle ϕd = 0.2 mrad. 
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The calculations were performed both for the clear 
atmosphere (Fig. 7a) and cloud layers (Figs. 7b–d) 
with the same optical densities as in Fig. 6. 

The temperature profile T(h), required to 

reconstruct the relative humidity, was previously 
reconstructed from the model calculations of Raman 
sensing in the anti-Stokes (λ = 530.3 nm) and Stokes 
(λ = 535.1 nm) signal branches. The reconstruction 
accuracy for fω(h) (Fig. 7a) like in reconstruction of 
the mixing ratio is determined only by variation of 
∆η(h,νH2O

,νN2
) along the sensing path. In this case, the 

multiply scattered component in the lidar signal and 
the temperature profile reconstructed from its model 
value are insignificant. In the presence of a cloud 
layer, the accuracy of the relative humidity 

reconstruction is illustrated in Figs. 7b–d, wherefrom 
it follows that the maximum error δfω(h) varies 
approximately from 3 to 10% with increase of ∆τC1 of 
the cloud layer. For a denser cloud (∆τC1 ∼  1), the 
maximum value of the relative error is kept up to the 
end of the sensing path. 

It must be noted that in reconstruction of the 
relative humidity, apart from the above two error 
sources, there is another one connected with the error 
of the temperature profile T(h) reconstruction. 
Comparison of the calculation results of δfω(h) for 
the ground-based and orbital Raman lidar schemes is 
shown in Fig. 8. 
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Fig. 8. The relative reconstruction error in fω(h) at sensing 
by the ground-based (a) and orbital (b) lidars; ∆τC1 = 1.0; 
ϕd = 0.2 mrad. 

 

It is obvious that the level of δfω(h) for the 
orbital sensing scheme is close to zero in the altitude 
interval beginning from the top boundary of the 
specified atmospheric layer up to the cloud layer 
altitude. At the bottom cloud boundary, it is also 
somewhat lower. The reason is obvious and connected 
with the low optical density of the upper atmospheric 
layer that favors minimal levels of all types of error 
that determine the reconstruction accuracy δfω(h). 
Beyond the cloud, δfω(h) grows rapidly and reaches 
approximately the same level as beyond the cloud 
layer in a ground-based scheme. 

In a recent work,50 the results of experimental 
measurements of vertical temperature and humidity 

distribution by the methods of vibrational-rotational 
Raman spectroscopy are presented. The results 

obtained for thin cirrus clouds are in a good 
quantitative agreement with the above estimates. 
Deviations of the ∆T(h) temperature do not exceed 
several degrees, however, variations of the relative 
humidity δfω(h) in the aerosol inversion region reach 
several tens of percent. 

 

Conclusions 
 
We present the results of numerical investigations 

of limits of application of the vibrational-rotational 
Raman spectroscopy methods for the lidar sensing of 
temperature and humidity in a cloudy atmosphere. 
All known methods of vibrational-rotational Raman 
spectroscopy are based on the use of single-scattering 
signals PSS(h). The essence of our numerical 
experiment consists in substitution into the known 
inversion formulas of the “real” PMS(h) signals 
obtained via exact solution of the adequate transfer 
equation and determination of arising deviations of 
∆T(h), δmH2O

(h), and δfω(h). 

The obtained estimates of possible variations 
∆T(h) and δfω(h) occurring due to multiple scattering 
noise do not contradict the known data (few in 

number) on experimental measurements under 

conditions of thin clouds. 
Special features of accumulation of errors of 

meteorological parameter reconstruction in the ground-
based and orbital sensing schemes are considered. 
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