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We present a comparison among three techniques for calculating the spectral emissivity € of
specularly reflecting plane surfaces using narrowband IR radiometric data. Relations are given to
calculate € as well as the instrumental errors and the errors due to the methodology used. The first
method is suitable for field measurements of € of natural objects, including thin films on the water
surface; and its accuracy is de < 0.005 when the radiometer noise level &, = 0.1°. By selecting most
appropriate method, the accuracy of € measurement can be made as small as de < 0.0015 (¢ = 0) — 0.004

(e=1) at 8, = 0.1°.
Introduction

Infrared remote sensing of surface temperature
provides a good deal of information useful for weather
prediction, ecological monitoring, and studies of different
processes. To calculate the thermodynamic surface
temperature, it is necessary to know the surface
emissivity €. Actually, if the background radiation @ is
incident on the surface with temperature ¢, and
emissivity €, the optical system of a radiometer located
over this surface receives the radiation I which, in the
absence of atmospheric effect, is given by (Fig. 1a):

I;=eB(t) + (1 —¢) ®. 1)

Here and below, B(¢) is the Plank’s function of
temperature ¢ at the wavelength determined by the pass
band of the entrance filter of the optical system. The
validity of the approximation of the radiance by Plank’s
function is based on that the filter has narrow
bandwidth: d\ /A < 0.05.

Fig. 1. The schematics of radiometric measurements needed to
calculate the emissivity €& radiometer measures either (@)
surface emission or (b) background radiation ®: radiometer (1),
surface with temperature t; and either known (g.) or unknown
(¢) emissivity (2), and background radiation @ (3).
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From Eq. (1) we determine the Plank’s function
B(t) =®+1/¢ (I, — ®),

which is used to determine ¢;. The error de of €
determination translates to ¢ error given by

dt,=—de/e NT2/Cy [1 — ®/B(t)]. (2)

Here and below, ¢ is in centigrade degrees, T is in Kelvin
degrees; Cy = 14388 um [OK; and A is the center
wavelength of the filter of optical system, taken here to

be equal to 11 um, representing the center wavelength
of atmospheric transparency window at 10—12 pm.
When de /€ = 1%, t; = 20°, and @ /B(t;) = 0.2 (typical
for  near-zenith  observations  under  clear-sky
conditions), dt, = 0.4°.

Clean and polluted water surfaces have different
emissivities, and this can be used to solve ecological
monitoring problems. If we let €, and &4 denote the
emissivities of clean and polluted waters, respectively,
then, at the same thermodynamic temperature Ty, the
brightness temperatures of upward radiation for the
clean and polluted water surfaces, Ty, and Tqpp, will
differ by amount dTy: = Tqpr = Twir = A T\%,/Cz -
- @, /B(t,)) (gq — &,). When @®;/B(t,) = 0.2 (clear
sky in summer), ¢, =20°, and &4 — €&, =0.02, at
A =11 um dTy, = — 1°. This is quite large dTy,, value,
suggesting that the difference between €4 and €, can be
thought as an indicator of pollution level in analysis of
variations in the brightness temperature field; although
in reality, this is not the only factor contributing to
dT,.! The knowledge of g4 is required for determination
of thickness of thin films.?2

Moreover, for reliable measurements, regular
calibrations of the measuring instrumentation are
required, and the plane calibrators are most suitable for
this in many cases. In addition to its simplicity and
technical feasibility, this calibration procedure provides
for more adequate account of background illumination
than more complex calibrators, ensuring higher
calibrator emissivity €.
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The accuracy of €. determination translates
directly into that of ¢, calculation: if € has the error
de./ €., the calculated temperature, t,., will diverge
from the real one by amount

ts—to=de. /€ NT2/Cy |By/B(ty) — 1]. (3)

Here B, = B(t,,), and t,, is the temperature of the
optical system. As written, this relation is valid only for
the modulation-type radiometers3; and setting By, =0
makes it applicable to the other types. When
A =11 um, de./€. = 1%, and t, s = 20°, t; — 5. = 0.05°
for t, = 15° (sea surface emission) and ¢, — t,. = 0.5°
for ty=— 42° (clear-sky emission) in the case of a
modulation-type radiometer, and ¢5 — ¢, =1° in the
other cases. Relations (2) and (3) provide for estimates
€ with the required accuracy.

In this paper we present radiometric methods of
determining € for the plane, specularly-reflecting surfaces,
together with the error estimates, the latter falling into
two categories: irremovable inherent instrument errors
and partially removable systematic errors due to bias
between the model-specified and actual conditions of
observations.

The output radiometer voltage will be assumed to
be linearly related to the input voltage by:

Uy=al,+ Uy, )

where Ujys is the voltage determined by the optical
characteristics and temperature of elements of the
optical system and by the bias voltage of the radiometer
electronic system; a is the radiometer response,
determined by the detector response, optical parameters
of the elements of the optical system, and the gain of
the electronic system. Relation (4) is applicable, e.g.,
to the widespread uncooled detectors of pyroelectric

type.

1. The measurements of € with the
account for “cold” and “warm”

backgrounds

In radiometric measurements of a horizontal
surface, that has the temperature ¢, and unknown
emissivity €, and is oriented at an angle ¢ with respect
to nadir, the total radiation received by a radiometer is
made up of two contributions: the surface emission € By
(B = B(ty)) itself and the fraction r ® of the
background radiation @ reflected from the surface that
is traveling downward at an angle Y with respect to
nadir (see Fig. 1a); so that the radiometer output
voltage can be written as

U=a(eBs+r®)+ Ugys.

Here and below, r=1—¢ is the surface reflection
coefficient.

For these two viewing geometries, incorporating
(a) “cold” background ®; taken to be the emission of a
clear sky, and (b) “warm” background ®, involving a
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horizontal surface whose emission ®, = By exceeding
@, we obtain

U1 =da (8 BS +r ¢’1) + USyS’ (5)
U2 =a (8 BS +r CDQ) + Usys~ (6)

We note that the clear sky is an unique natural
absolutely black body with a stable emission ®: at night
d® /B(T,;,)0< 0.3% per hour; field measurements
and calculations using LOWTRAN-7 model show that,
for angles ¢ <20° off nadir, at A=11pum
®(¢p) /B(Ty,) is 0.2 — 0.35 in summer and 0.07-0.15 in
winter. Use of a clear-sky radiation as a source of
“background” radiation in methods I and II allows one
to reduce considerably the error in € computation.

When “cold” /“warm” background alone falls
within the radiometer field of view (FOV) (Fig. 1b),
we have:

U3=d¢1 + Usys’ (7)
Uy =a Dy + Ugys. 8
In writing (6) and (8), it is assumed that the
surface, from which the background radiation ®, comes,
is oriented so that the condition of no reflections
between surface and optical system is satisfied;
otherwise, a change in the form of equations (6) and
(8) will be required and the solution of system of
equations (5) through (8) for € will be impossible.
From Egs. (5)—(8) it follows that

8=1—(U1—U2)/(U3—U4), (9)

according to which the instrumental error in €
calculation is

1 |:£?U1—dU2 dUg—dU4|:|
=— -7 (10)
O -0 [0 «a a 0

DEI

Since the summands in the right-hand side of
Eq. (10) are statistically independent, assuming that
the measurements according to (5) — (8) are made at
the same time yields

Dep= Cy /N8t /T2 2 (1 + )1V 2/(1 - dy /D)), (11)

where 8, is the noise in the radiometer output voltage
in units of temperature.

In measurements according to (5) through (8), the
condition of no variations in ¢, ®;, and Py must be
met; otherwise errors in € calculation will include:

1) measurement error

dey [dts] = (€ — gca10) Ldts] =

By6) = Bs(s)  Cy dt, €

—e——— 22—t
» 21—, 5, (12

2) measurement error @
dep [dPq] = (& — €ca1e) [dPy] =

i)~ Pis)  Cydler
CD2_CD1 A T%11_Bs/¢1,

=(1-¢) (13)
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3) measurement error @,

dE[ [dq)Z] = (E - Ecal(’,) [dCDZ] =

C2 dt¢2 Ia
N 12, 1- /B,

Dycs) — Pae)
®) — Py

=1 -¢) .(14)
Here and below, €.,. is the calculated € value; the
numbers in the parentheses in subscripts stand for
equation numbers; and d®;, d®,, and dB; are
instabilities in te¢q, ey, and ¢, (in intensity units) in
measurements according to Egs. (5)—(8).

For lower methodological errors, as defined by
Egs. (12) through (14), in the emissivity determination
with €=1 special care must be given to ensure the
stability of By and perform measurements according to
Egs. (5)—(8), in that order. When € =0, special care
should be given to ensure the stability of ®; and ®, and
perform measurements according to Egs. (5), (7), (8),
and (6), in that order.

Version I of the method at ts = t,

When the target surface has the same temperature
as the optical system, for determining € it is sufficient
to perform three measurements: first and third
according to expressions (5) and (7), and second by
pointing the radiometer at the right angle to the
surface. At ¢,s=1t;, the surface-radiometer system
constitutes blackbody, and the radiometer output
voltage is given by

Vy=a B+ Ugy. (15)
From Egs. (5), (7), and (15) it follows that
Uy — Us
T (16)

When dVy - 0, the instrument error of €
determination becomes

DEI' :DSI/'\/E. (17)

If ¢ #t,s, the methodological error in €
determination will be

depldt, §] = (€ = gca1e) Ltos # ] =

=e(1—-¢/(1 —rry)) (Bys— By) /(Bs — @), (18)

where 79 =0.15 is the reflection coefficient of the
entrance window of the optical system.

If t; and @ vary during the measurements then,
according to Egs. (5)—(7), the methodological error of
€ determination will be

dey [dts] = (e - scalc) ldts] =

By6) = Bss)  Cy ditg €

ZS—:TETMBS’ 19)
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dE]' [d(D1] = (8 - Ecalc) [dCD1] =

CZ dt¢1 7
X2, 1B

D17y — Pi16)
Bs - ¢’1

=(1-¢) (20)

Evidently, this method is most accurate and is
based on three (rather than four) measurements; so, it
should be chosen whenever possible (i.e., at ¢, = t,).
Figures 2 and 3 show the instrumental and
methodological errors of the method I for teq = — 42°,
Aoy = 0.2°, t, = tey = 20°, and dt, = dtey = 0.1°.
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Fig. 2. Instrumental errors of methods I and II: Dgp (11)
(curve 1), Dey (17) (curve 2); Dep (25) (curve 3). In the
parentheses there are the equation numbers. Calculations have
been made for &f,=0.1° to1 =—42° toy=20°, dts=0.1°,
dtys=0.1°, dteg = 0.2°, €. = 0.993, de. /€. = 0.5%.
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Fig. 3. Components of methodological errors of methods I and
Il: der[dt] (12), dep [dt] (19), deyldts] (26) (curve 1);
dSI [dq91] (13), dEI' [d¢’1] (20) (curve 2); dEI [dq)z] (14)
(curve 3); dey [dt,s] (18) (curve 4); dey [d®] (27) (curve 5);
and degp [de.] (28) (curve 6). In the parentheses there are the
equation numbers. Calculations have been made for
tor = — 42°, teop = 20°, t5=20° t,5=1ts+0.2°, dts=0.1°,
dter = 0.2°, dtey = 0.1°, €. = 0.993, de./€. = 0.5%; d® = 0.2°
in the units of temperature.
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2. The measurements of € with the
account for surface with known g, and
“cold” background

The idea of the second method consists of
(a) sensing two surfaces with the same temperature ¢
and emissivities €, assumed to be known (e.g., taken to
be the emissivity of water), and €, which is to be
determined (see Fig. 1¢); and (b) measuring “cold”
background radiation ®; which is considered as
illumination source for these surfaces in the
measurements (a) (see Fig. 1b). Mathematically, these
measurement conditions can be expressed as:

Ue=a (g By + 1. ®)) + Ugys, 1)
Up=a (e Bg+r ®) + Uy, (22)
Up=a Dy + Uy (23)

From Egs. (21)—(23),
e=¢. (U, — Uy /(U — Ugp). (24)
The instrument error in € determination is:

Cydt, 2 (8 +et—eeN'?
N2 (-0 By e

DEH = (25)

The methodological errors arise here due to (a) poor
knowledge of €., (b) different ¢, used in measurements
according to Egs. (21) and (22), and (c¢) drift of ®; in
the course of measurements according to Egs. (21)-
(23).

Factor (b) causes the error:

dEII [dtsJ = (e~ Scalc) [dtsJ =
Bs22) = Bs2ty  Cy dt
=& —_— = 2> F . (26)
< -

When dt, = ts(22) = ts(21) = 0.1°, degg (dtb)/s <0.2%.

If in the course of measurements according to
Eqs.(21) - (23) the background ®; varies linearly in
the manner:

UC =d (EC BS + re ¢’1) + Usys
sza(sBs+7’(q)1+dq)))+Ugysl],
Up = a (& + 2d®) + U =

then the calculated € value will be biased relative to
the actual one by the amount

dSII [dCD] = (E - 8Calc) [d(D] = EB - §+ EHI% . (27)

Where €. is with an error

sys

dey [de.] = (e — e.y0) [de ] = € de./g..  (28)
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The instrumental and methodological errors for
method IT are presented in Figs. 2 and 3.

When the distance L between the radiometer and
the target surface is fixed, the range of permissible
angles for methods I and IT of & determination has
lower limit given by some quantity W. If the radiometer
is shaped as a cylinder, and if D denotes the diameter
of the optical system and d is the diameter of coaxial
entrance window, then L is related to D, d, and
radiometer FOV a via

1 ’ (d + D) cos(2¥ — a/2)
=5 H} tan(W) + 2sin(W — a/2) cos(W) [

For ¢ < W, in measurements according to Egs. (5)
and (7), the target surface falling within the
radiometer FOV, instead of ®; and ®; components,
will receive radiation coming from the optical system,
and it increases as Y vanishes. When W = 10°,
D=12cm, d=3cm, and a=3°, L =24.7cm. For
W = 3° L is larger than 1.4 m. Thus, the methods I and
IT have a restriction in angle. On the other hand, for
€(0°) > 0.8 this is a less stringent constraint since, as €
calculations from Fresnel formulas show, € varies by
less than 0.01% over the angular range 0—10° off the
vertical direction.

For laboratory implementation of methods I and
I, melting ice and water at room temperature can be
used as sources of ®; and ®, components, with the
appropriately pointed measurement device. However,
the errors in this case will be 2 — 2.5 times larger than
when “cold” downward clear-sky radiation is used as a
source of ®{. The method T was used to calculate the
reflection coefficient of the polished mirror; at A = 11
and 12 pm it was found to be » = 0.92 + 0.01, which is
quite close to the value 7»=0.87-0.92 reported
previously.4

3. The € measurement by the method of
two calibrations

This method uses results of two calibrations:
(a) against a surface with known €., and (b) against a
surface whose € value is to be determined. The
calibration (a) (such as against water surface for which
g, =0.993 at A = 11 um>), under the assumption of no
multiple reflections between surface and optical system,
can be expressed as

Ug=a (EC B+ r, d) + Usys-

Here, B; = B(t;), while {¢;} is the set of calibration
temperatures. Using the dataset {B(¢;), U.} and
applying the least squares method, a.=a¢g. is
determined (with @ not known a priori). Similarly,
using the dataset {B(¢;), U,;} of calibration against the
characteristics of the surface whose € is to be
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determined, a, = a€ is evaluated. Then the desired

quantity is as follows
E=¢€.a,/ag

and, hence,

Neqp = € (dai/a,% + dczg/aC + de /%:C)1/2 (29)
is the total error in calculating € assuming the absence
of multiple reflections. In Eq. (29), first two terms
represent the instrumental error, and the last term is
the methodological error. If both of the calibrations are
accurate to 0.5%, and €. is known with the same
accuracy, then Agp/€=1%. For £€<0.2, the error
AEHI < AEI, ASI', AEH.

If the radiometer is aimed at the target surface
approximately along the normal, multiple reflections
occur between the radiometer and the surface, and the
calibration ratios can now be written as

a
Uyi = 1—rr (e B;+r Bo.s) + Usys’
_a
Ug = 1 =77 (& Bj+r Boo) + Usys:
Here, B, = B(t,¢). Thus, from the above described

calibrations we determine a,=a€e/(1-rry) and
=ag./(1 —r.1g), and their ratio is
A—a,c/aL /€. (1 —r.79) /(1 —7rry). Hence,

e=Ag./[1+e (1 -A) ry/ -7yl (30)

If we neglect multiple reflections (MR), by taking

that €., = €. 4, then €., will be biased by the amount
(e - 8calc) €

dEIH [MR] = (8 - Ecalc) [MRJ = 1= 70(31)

If €=0993 (water at A=11pum), €=0.8, and

ro = 0.15, then derr[MR]=-0.024. Hence, if € is to be
determined quite accurately in the presence of multiple
reflections, those ought to be taken accurately into
account; and for this, 7y must be known.

The 7y value can be determined wusing four
measurements. The first two, involving sensing along
nadir of a horizontal “reference” surface with known
emissivity £ =1 — R at temperatures ¢y, are expressed
as

Uip=a (EBjy+ R Byg) /(1 = R rg) + Ugyy,(32)

while the second two involve sensing of this surface
(with the same E) with the same temperatures along
the directions at the angles <10° provided that the
radiometer-surface distance is such that the background
radiation @, rather than radiation from the optical
system, is incident on the surface. In this case, the

N.E. Lebedev and S.V. Stanichny

multiple reflections are absent, and so the corresponding
expression takes the form:

Via=a(EBiy+ R ®) + Uy, (33)
By = B(t; ).
From Egs. (32) and (33) it follows that
ro=[1-(Vy=V/(Uy-UDI/R. (34)

Using expressions (34) in (30), total error in
calculating € can be estimated with the account for the
correction made for the multiple reflection effects:

7= 7. [fa’g —rr()[f
AEHI[MRC]:S%_”Ol—T 7’()|:| g |:|1—7’()|:|

& dd r—re dErf
% B“—Vc 70)(1—70)5 RO
Rry  Cy/\

+2(1+(1—Rro))§

1-B 1/32T2§§ (35

Here dE is the error of E determination; and &¢ is the
noise in radiometer voltage in units of temperature
when measurements based on the algorithm (32) — (33)
are used. The errors of method III are presented in
Fig. 4.

method  III:
dem [IMR] (31) (curve 2); Agyp [MR.] (35) (curves 3 and 4).
Given in parentheses are the equation numbers. Calculations

Fig. 4. Errors  of Nep (29)  (curve 1)

were made for ot, = 0.1°; t1 = 20°, ty = 40°, dt = dty = 0.1°;
€. = 0.993, de./e.=day/a,=da./a.=dE/E=0.5%;
ot =0.05° r9=0.15; curve 3 is calculated with E = 0.8, and
curve 4 with E = 0.95.
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As E -1, Qg [MR.] rapidly increases
(Fig. 4, curve 4). Thus, water surface cannot
be used as a “reference” surface in determination of
rg, since the inequality E < 0.8 does not hold in this
case.

4. Application

The first method is useful in the field study of € of
plane objects such as thin films of natural or
anthropogenic origin on the water surfaces. For
instance, the oceanographic platform in Katsiveli
had been wused to study the influence of most
frequently observed natural surface films with the
thickness of about 0.1 pm on the sea surface emissivity.
Using special probe, we could collect water samples
on the slice fragments of water surface without
breaking surface films on them. Then, € measurements
at the angles of 30, 40, 50, and 60° had been
conducted for these samples. As a result, it was found
that, within the uncertainty de = 0.005, € does not
depend on the presence of a film; whereas the
brightness temperatures of clean and slice fragments of
sea surface in situ differed by 0.5-0.8°. These
measurement results, as well as the model calculations,
have shown that fluctuations of the sea surface brightness
temperature in the presence of natural slices are caused by
variations in the thermodynamics temperature of the
emitting surface layer; whereas surface emissivity
variations due to the presence of thin films are negligibly
small.6

We have calculated the emissivity of a clean sea
surface as viewed by a radiometer at an angle of 30°
using a filter with the passband of 8—13 pm, and found
that €= 0.987, which coincides, accurate to the
measurement error, with the value determined from the
data on complex refractive index of water.> The
calculated € value had then been used to determine the
sea surface natural emission and temperature difference
in the skin layer.”

Conclusion

The methods I, II, and IIT presented here can be
used to calculate the emissivity of plane surfaces over
entire range of possible € values, € = 0—1. The question
on which method suits best depends on the specific
technological and methodological conditions of their
implementation.

Neither calibration nor measurements over surface
with a known ¢, are required to use the first method. It
suits quite well for the determination of the emissivity
of polluted water surface under field conditions.

The second method requires measurements over
surface with known €.
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With the first and second methods, the €
measurements can be performed at the angles not very
close to the normal. They must include sensing of
background with stable radiative properties differing
considerably from those of the target surface. The
emission measured under clear-sky conditions is very
useful for this purpose.

The third method, in fact, compares the
calibration results obtained for two surfaces: with the
known €, and with € to be determined.

At viewing angles close to the normal,
multiple reflections between the radiometer and the
target surface become important; so if one neglects
this difference, the systematic error of method
III can increase by (0.02—3) 01072, depending on the
value of € In the paper, we present a correction
procedure, based on calculation of the reflection
coefficient 7y of entrance window with the known
emissivity E. The total error removal is impossible
because of the presence of the radiometer noise &t
and nonzero E determination error, especially at
E =20.8. At the viewing angles such that multiple
reflections are important, € has very weak angular
dependence; therefore, the measurements in this angular
range (0—10° off the normal) are of a very little
concern here.

The third method requires two, and even four
(when ry must be determined to correct for the
multiple reflection effects) calibrations; so it is
more expensive than the methods T and II. Even though
two measurements are sufficient to make a single
calibration, their number is usually increased to 15
(or the duration of the measurements is increased
when two stable temperatures, ¢; and ¢y, are used for
the calibration) to make them accurate to 0.5%.
If compared with the methods I and II, the third
method is more accurate when €<0.2; while at
€ = 1, though not as accurate, it is more universal in
that it can be used for the € determination at viewing
angles close to 90°, by accounting for multiple
reflections.

When a steering mirror with the reflection
coefficient 7y is used in the measurement system to
allow € measurements at different angles to the
surface for a fixed radiometer orientation, the
instrument  response  becomes lower, and the
instrument error increases by a factor of 1/.
According to this modification, the calculation
formulas of the method IIT will change somewhat to
include an additional factor r% in the products of the
form 7 7.

The Table gives the results of comparing the
methods as well as estimates of calculation errors in €
for ot, = 0.1°, tor = — 42°, top = 20°, ts =
=20°, €.=0.993, de. /€. =0.5%, t; =20° ty=40°, t, =
=20.2°, dt;5=0.1°, dty=0.1°, dtys=0.1°, digio=
=0.2°, 19=0.15, E=0.8, dE/E =0.5%, & = 0.05°.
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Table. Comparison of methods I, II, and III

Parameter I, T 11 111
Number of calculations required 4;1':3 3 24o0r28"1
Are the measurements over surface with known| No Yes Yes
€. required?
Can € be measured at angles close to 90°? No No Yes 2
€=0-0.2 0.44-0.4 0.31 - 0.26 0-0.14 3
Instrument error Dg, [10.01 I'-031 - 0.28 0-0.15
€=0.8-1 0.32 - 0.31 0.29 - 0.31 0.57-0.71 3
I':0.23 - 0.22 0.65-0.83 ¥
Methodological error de, [10.01 €=0-0.2 0.31 - 0.25 0 - 0.11 0-0.1 %
I':0.21 - 0.19 0-0.61 9
€=0.8-1 0.19 - 0.22 0.44 - 0.55 0.4-0.5%
I':0.19 - 0.22 0.71-0.5 9

D In presence of multiple reflections.

2 A correction for multiple reflection effects is required.

3 In absence of multiple reflections.

9 Corrected for existing multiple reflections.
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